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Abstract

Recent years have witnessed an increasing number of artificial intelligence (AI)
applications in transportation. As a new and emerging technology, AI’s potential
to advance transportation goals and the full extent of its impacts on the trans-
portation sector is not yet well understood. As the transportation community
explores these topics, it is critical to understand how transportation professionals,
the driving force behind AI Transportation applications, perceive AI’s potential
efficiency and equity impacts. Toward this goal, we surveyed transportation pro-
fessionals in the United States and collected a total of 354 responses. Based on
the survey responses, we conducted both descriptive analysis and latent class
cluster analysis (LCCA). The former provides an overview of prevalent attitudes
among transportation professionals, while the latter allows the identification of
distinct segments based on their latent attitudes toward AI. We find widespread
optimism regarding AI’s potential to improve many aspects of transportation
(e.g., efficiency, cost reduction, and traveler experience); however, responses are
mixed regarding AI’s potential to advance equity. Moreover, many respondents
are concerned that AI ethics are not well understood in the transportation com-
munity and that AI use in transportation could exaggerate existing inequalities.
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Through LCCA, we have identified four latent segments: AI Neutral, AI Optimist,
AI Pessimist, and AI Skeptic. The latent class membership is significantly associ-
ated with respondents’ age, education level, and AI knowledge level. Overall, the
study results shed light on the extent to which the transportation community as
a whole is ready to leverage AI systems to transform current practices and inform
targeted education to improve the understanding of AI among transportation
professionals.

Keywords: AI, transportation, equity, latent class cluster analysis

1 Introduction

Artificial intelligence (AI) is becoming an integral part of our daily lives, bringing
changes to a variety of industries such as healthcare, marketing, finance, and trans-
portation. In a July 2020 report, the U.S. Department of Transportation Intelligent
Transportation System (ITS) Joint Program Office identified 60 AI-enabled applica-
tions in ITS across 11 categories, such as advanced driver assistance systems, traveler
decision support tools, and asset management, covering various aspects of transporta-
tion that affect the lives of almost all travelers [1]. Moreover, AI technologies are
believed to be capable of addressing ITS operational changes and transportation needs
in a wide range of real-life scenarios, such as urban arterial networks, multimodal
corridors, and underserved communities [2].

Since AI is still a new and emerging technology, the potential of AI systems to
advance transportation goals and the full extent of AI’s impact on the transporta-
tion sector are largely unknown. While AI systems hold great potential to improve
transportation for communities and travelers, potential bias in AI development and
deployment may exacerbate existing transportation inequalities. As the transportation
community navigates the path forward, it can expect to engage in ongoing debates and
discussions concerning the benefits of AI, the challenges of its implementation, and
the ethical implications that arise. These discussions are already happening in many
domains (e.g., facial recognition) and the broader scientific community. For example,
a recent survey conducted by Nature on researchers (N > 1, 600) indicated that sci-
entists are both excited and concerned by the increasing use of AI tools in research
[3]. More than half of the respondents believed that AI has enhanced data processing
and computation speeds, thereby saving researchers time and money. Yet, at the same
time, over half of them expressed concerns that AI results might reinforce biases or
discriminatory data. The mixed feelings expressed by the surveyed researchers imply
that AI can be a double-edged sword for transportation: While deploying AI in trans-
portation can lead to significant benefits, these applications may cause ethical concerns
and be accompanied by unintended consequences such as widening inequalities.

While there has been a growing interest among transportation professionals to learn
about different aspects of AI, we have little knowledge of how the community as a whole
perceives the potential use of AI in transportation as well as its impact. The existing
AI applications in transportation are mostly driven by technology developers and early
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adopters who are more receptive to innovation and eager to explore the potential of
new technologies. Meanwhile, as recent surveys have consistently shown that about half
or more of Americans are skeptical of autonomous vehicles [e.g., 4], a major domain
of AI application more familiar to the transportation community, we can project that
some individuals have doubts about the use of AI in transportation. However, there
is a lack of empirical work to shed light on whether and to what extent a wide range
of opinions toward AI exist among transportation professionals, as well as the reasons
behind the contrasting views. In-depth research on these disparities is needed for the
transportation community to gain a better understanding of the challenges that might
be encountered when promoting AI technology in the transportation sector. Moreover,
there is a lack of research to assess transportation professionals’ AI knowledge level,
their perceptions of AI’s impacts on the transportation system, and their willingness
and capacity to leverage AI systems to transform current transportation practices.
Such work is needed because how the transportation community as a whole perceives
AI and its efficiency and equity impacts will significantly affect whether and how fast
these technologies are adopted by transportation agencies. Also, the current level of
awareness and knowledge of AI technologies and AI applications in transportation
would determine the transportation workforce’s readiness to manage AI systems being
deployed in the real world.

Motivated by these research needs, we mainly address two research questions in this
study: How do transportation professionals perceive the efficiency and equity impacts
of AI-enabled applications in transportation? What distinctive population segments
exist concerning these perceptions? Toward this purpose, we surveyed transportation
professionals in North America (mostly in the U.S.) to understand their perception of
the potential impacts of AI’s applications in transportation. The respondents were also
asked to evaluate some attitudinal statements about equity and ethical considerations
for AI applications in transportation. In addition, it asks about respondents’ knowledge
of and training in AI and their sociodemographic information.

To our knowledge, this is the first survey on this topic and it reflects the early stages
of significant innovation adoption within the transportation field. This paper provides
survey results from transportation professionals concerning the future of AI, and latent
class cluster analysis is used to segment respondents into respondent groups having
distinctive views of AI’s efficiency and equity impacts. The insights gained from under-
standing the sociodemographic characteristics and attitudes of each latent segment are
instrumental in crafting personalized communication strategies, as well as guiding pol-
icy and strategy formulation. These insights are especially valuable in addressing any
resistance or uncertainty towards AI within certain sub-groups. Moreover, the paper
sheds light on potential shifts in attitudes toward AI in the transportation sector as
demographic dynamics evolve.

2 Literature Review

2.1 AI applications in transportation

The 21st century has seen the rapid development of new technologies across industries,
with artificial intelligence being one of the hallmarks. The field of transportation is no
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exception, and there is vast potential for the deployment of AI in a plethora of capac-
ities. Some key applications in transportation include traveler decision support tools,
transportation systems management and operations (TSMO), transit operations and
management, and asset management. Traveler decision support tools use AI infor-
mation about a transportation network [5] to help travelers plan trips that fit their
needs and preferences. Machine learning comprises much of the research in this area
[6], and applications include improvements in travel time predictions by Google Maps
[7] and use in airports for predicting congestion, analyzing air traffic control speech,
and detecting irregularities in flight paths and taxiing [8]. TSMO refers to the main-
tenance and improvement of transportation infrastructure and operations rather than
capacity expansion, while transit operations and management is a subset of TSMO
which focuses on transit systems. Applications include locating and tracking incidents,
adaptive ramp metering to manage congestion, signal coordination, timetable opti-
mization [9], route optimization [10], and fare enforcement. Finally, asset management
refers to the upkeep of physical infrastructure to ensure good and safe operating con-
ditions while balancing costs. Existing examples include automating rail inspection
and pavement condition detection [11].

With these applications come many potential benefits to using AI in transporta-
tion systems. On the organizational level, benefits could include improved efficiency,
decreased costs, and better environmental outcomes. Dynamic scheduling algorithms
[12], real-time route optimization [13], and value chain transformation via the physi-
cal internet [14] could all lead to improvements in efficiency. Demand forecasting and
responsiveness [15] and infrastructure monitoring [16] have the potential to reduce
operational costs. Decreased congestion [17] and vehicle reduction [18] can improve
environmental outcomes. Travelers can expect better safety, accessibility, and conve-
nience. Crime forecasting [19] and adaptability to road and traffic conditions [20] could
make transit a safer experience. Computer vision-enabled cooperative traffic signal
assistance [21], LiDAR-enabled infrastructure assessment [22], and haptic feedback
technologies [23] have the potential to expand accessibility. Finally, convenience can
be enhanced by minimizing wait times [24], optimizing routes [25], and creating smart
recommendations and navigation for tourists [26].

2.2 AI’s equity impacts

However, these benefits are not without potential equity concerns. The ultimate
objective of transportation equity is to provide equal access to social and economic
opportunity by providing equitable access across communities and population groups
[27]. They address a wide range of socioeconomic and geospatial inequities in trans-
portation. Historically, transportation policies in the United States have favored
highway development over public transit, leading to a plethora of negative conse-
quences. For one, highways were often constructed through minority communities
as a part of “slum clearance” and “urban renewal” in the 1950s and 1960s. These
projects disrupted community life, and continue to contribute to increased pollution
and impaired health in marginalized communities. Highway development also encour-
ages housing development further away from city centers, exacerbating residential
segregation and income inequalities. This led to a “spatial mismatch” of jobs as jobs
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on the outskirts of cities became inaccessible to those living in city centers. The dis-
parity in transportation investments between highways and public transit and uneven
urban development patterns have left many without options except for driving, mak-
ing transportation costs constitute greater proportions of household expenditures for
low-income households than for higher-income households. These are but some of
the many inequities stemming from historic investments and the continual shaping of
transportation policies.

The introduction of AI to the transportation system could either work to remedy
these inequities or exacerbate them further. As discussed in [1], there many potential
AI applications that can enhance the provision of accessible, equitable, reliable, and
affordable transportation services for traditionally underserved travelers. Examples
include AI-enhanced citizen engagement, AI-enabled routing and wayfinding tools for
pedestrians, AI-enabled payment assistance, and AI-powered assistive robots for peo-
ple with disabilities. Nevertheless, rather than addressing the needs of underserved
communities and population groups, the existing AI applications in transportation
are mostly geared toward enhancing driver assistance systems, mitigating traffic con-
gestion, and automating infrastructure assessments [2, 13]. Moreover, much of the
emphasis for these AI applications is on evaluating the potential of AI systems to
improve or replace current transportation practices, with little attention paid to the
ethical and equity implications of AI deployment. However, as demonstrated in other
domains such as facial recognition [28], potential bias in the AI development and
deployment processes risks certain population groups such as racial minorities. For
example, AI-based decision-support systems can lead to policies and decisions that
leave out the needs of people with disabilities if they are underrepresented in the
data used to train the AI. In other words, if ethical and equity considerations are not
carefully accounted for, AI technologies designed to improve transportation processes
and outcomes could often end up with the unintended consequences of exacerbating
existing inequalities.

2.3 Transportation professionals’ perception of AI

At present, studies on how professionals working in the transportation sector perceive
AI’s potential for transportation applications and its impacts are limited. The most
relevant body of work is research on how the general public perceives autonomous
vehicles (AVs), a crucial research field of AI and one of the most familiar AI appli-
cations in transportation. Othman [29] reviewed studies on public acceptance and
perception of AVs: older adults are pessimistic about AVs, despite expectations of
increased accessibility for this group; also, males and highly educated individuals
express have more positive attitudes towards AVs compared to females and those with
lower education levels. A survey study conducted in Taiwan [30] delves into societal
preparedness for AVs by surveying AI experts and people majoring in computer sci-
ence or electrical engineering. Although AI experts highlighted AVs’ positive impact
on disadvantaged communities’ mobility, both groups viewed social equity issues as
less important and urgent than cybersecurity and data privacy. A survey of Brisbane
residents [31] revealed significant variations in attitudes regarding the benefits of AVs.
Positive attitudes were observed among young and middle-aged adults, people with
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disabilities, and public transport users, while Gender showed no significant correlation
with attitudes toward AVs.

Some studies further segmented the population into different groups based on their
perceptions or attitudes. A study conducted by Hilgarter and Granig [32] in Carinthia
(Austria) in September 2018 classified respondents into four groups based on their
attitudes towards autonomous vehicles: rejectors (10.5%), conservatives (26.3%), prag-
matists (26.3%), and enthusiasts (36.8%). This classification was determined by the
researchers based on statements provided during interviews, and the main limitation is
that the sample size was very small (N=19). The latent class cluster analysis (LCCA),
a quantitative approach, has been used in past studies to investigate differences in
how people perceive automated vehicles (AVs). For instance, one study looked at the
perceived advantages and disadvantages of AVs and classified users into the following
groups: AV(-inclined) over walk/bike, AV over flight, zero-occupant AV over occupied
AV, and AV over transit [33]. Another study examined perceptions of the autonomous
taxi market and formed the following categories: neutral and diverse travelers, conser-
vative and strict travelers, and open and enjoying travelers [34]. LCCA is also widely
used as a statistical method in other transportation topics: Ton et al. [35] revealed
different daily mobility travel patterns, Wang and Shen [36] studied the heterogene-
ity among riders using on-demand service to connect to light rail stations, Lee et al.
[37] explored gradual changes of multimodality across age and generation. By group-
ing respondents using LCCA, the sociodemographic and behavioral characteristics of
each group can be further examined and studied.

Existing AI applications in transportation are driven by a small group of early
adopters, widespread AI adoption requires engagement from the entire transportation
community. Therefore, it is essential to understand how the transportation community
perceives AI as the field navigates a path forward in a time with many unknowns with
this new technology. Without a clear grasp of how professionals perceive the develop-
ment of AI adoption in transportation, it is difficult to appropriately plan for changes
in the labor force, take full advantage of potential benefits for society at large, or safe-
guard against potential ethical and equity challenges. To address these research gaps,
we conducted a survey to understand how professionals in the field of transporta-
tion perceive the potential of AI use in transportation, its benefits, and the equity
challenges that may arise with AI adoption. Using the data, a latent class analysis
was conducted to categorize transportation professionals based on their attitudes and
perceptions.

3 Data and Approach

3.1 Survey

We designed a survey to investigate how transportation professionals in the United
States perceive the potential of AI and its potential impacts. The survey questionnaire
(attached in the Appendix) was divided into four sections: respondents’ perception of
AI’s impact on transportation, their knowledge level and training in AI, their percep-
tion of AI’s equity and ethical concerns, and their sociodemographic and economic
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information. The survey consists of 23 questions, including 18 close-ended multiple-
choice questions, 3 matrix table questions, and two open-ended questions (one for
respondents to type in their thoughts on equity/ethics of using AI in transportation
or the other for general comments). Since AI and transportation are both broad con-
cepts that can be defined broadly, the following definitions are provided in the survey:

• Artificial Intelligence (AI) refers to processes that make it possible for systems to
replace or augment routine human tasks or enable new capabilities that humans
cannot perform. AI enables systems to (1) sense and perceive the environment, (2)
reason and analyze information, (3) learn from experience and adapt to new situa-
tions, potentially without human interaction, and (4) make decisions, communicate,
and take action.

• Transportation mainly refers to transportation planning and engineering practices
that facilitate the movement of people and goods.

A pilot survey was first conducted among a small group of individuals (mostly
transportation survey experts), whose feedback was incorporated into the final survey.
Our survey targeted a wide range of transportation professionals working in both
public and private sectors, regardless of whether they actively engage in conducting AI-
related work or not. Specifically, to engage professionals working in the public sector,
the research team has gathered a list of email addresses consisting of employees from
state departments of transportation (DOTs), county and city DOTs, metropolitan
planning organizations (MPOs), and transit agencies from 48 contiguous U.S. states.
For each agency, we collected the email addresses of two to three individuals who serve
in leadership positions related to research and innovation, planning/engineering, and
civil rights. We requested these individuals to fill out the survey and forward it to
their colleagues. We have also advertised the survey on the TMIP listserv, an online
Community of Practice for the travel and freight modeling and planning communities.
Moreover, we reached out to the Institute of Transportation Engineers and its local
chapters (e.g., Florida Puerto Rico District ITE), several Transportation Research
Board Standing Committees (e.g., AED50), and the transportation planning division
of the American Planning Association; some of these organizations promote the survey
through their email lists or on their newsletters. In addition, to maximize participation
from minority transportation professionals, we have emailed the leaders of the local
chapters of the Conference of Minority Transportation Officials and requested them
to help adverse the service. Finally, we have engaged some professionals working in
consulting through personal networks.

The survey collection efforts occurred between January 2023 to May 2023. No
incentives were provided for survey participation. In the end, we collected a total of 359
responses. Out of these, 270 responses met the requirements for modeling (i.e., almost
complete), with 253 being complete responses. The medium response time is 9 minutes.
We are not able to compute the response rate for the survey because of the non-
probability sampling approach (i.e., convenience sampling) used here. We did not apply
probability sampling here mainly because there is no clear definition of who counts as
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a transportation professional, which means that there is not a defined “population”
for this study and so we would not be able to measure whether the survey sample
is representative or not. Accordingly, our primary goal in the participant recruitment
process was to reach a more diverse set of transportation professionals; to achieve this
purpose, as discussed above, we reached out to a wide range of transportation agencies
and professional organizations across the continental United States.

3.2 Method

To address the two research questions discussed above, we employ a combination of
descriptive analysis and statistical modeling. Regarding descriptive analysis, we sum-
marize the results from relevant survey questions and use cross-tabulation to explore
the relationship between respondent’s perceptions of AI and their personal charac-
teristics. We then use the latent class cluster analysis (LCCA) to further segment
respondents into distinctive groups based on their perception of AI’s efficiency and
equity impacts.

LCCA, a probabilistic-based clustering method, is commonly used to identify pop-
ulation segments with similar preferences and latent attitudes. The LCCA approach
comprises two sub-models: the membership model and the measurement model.
The LCCA model can be expressed as:

f2(yn | zn) =

K∑
k=1

P (k | zn)f1(yn | k) (1)

where n is the case subscript, k is a nominal latent variable, Zn is a vector of
covariates, yn is a vector of indicators, P (k | zn) is the membership probability for a
certain latent class given covariates, f1 (yn | k) is the probability density of yn given
k, and f2 (yn | zn) is the probability density of yn given zn.

Applied to the sample as a whole, a useful interpretation of Eq. (1) is that the
model aims to delineate the set of latent classes (as represented by the P (k | zn) that
will best explain the joint distribution of the indicators (the f2 (yn | zn)) under the
premise that different latent classes will exhibit different distributions of those indi-
cators (f1 (yn | k)). Thus, the latent classes are designed to be “optimally different”
from each other (loosely speaking) with respect to their bundle of means on the indi-
cator vector yn – their “cluster centroids”, in the language of deterministic cluster
analysis. Accordingly, the mean indicator vectors for each class offer a key basis for
interpreting the class. Based on the LCCA results, we characterize the latent popu-
lation segments by a variety of factors such as sociodemographic variables, education
level, and AI knowledge level.

4 Descriptive results

This section presents descriptive results on survey responses regarding how trans-
portation professionals perceive the efficiency and equity impacts of AI applications
in transportation. As shown in Table 1, the survey questionnaire includes a total of 14
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attitudinal statements related to AI’s efficiency and equity impacts for which respon-
dents were asked to select one of five response categories: strongly disagree, somewhat
disagree, neither agree nor disagree, somewhat agree, and strongly agree.

Most respondents (77%) believe AI can enhance transportation efficiency and
reduce costs. In general, a large majority of respondents (about 80%) agree that AI
can enable smart, data-driven decisions for transportation agencies and that AI can
be used to automate tasks and enhance productivity. Additionally, most respondents
(76%) acknowledge AI’s potential to enhance traveler experience with personalized
services. However, there’s limited trust that AI can eliminate bias in government
decision-making processes, with only about a quarter of the respondents strongly or
somewhat agreeing with this statement.

Opinions are mixed about the potential of leveraging AI to find solutions for
improving transport equity. While the number of respondents agreeing with this poten-
tial is slightly larger than those disagreeing, the two most selected response categories
were “somewhat agree” (%36) and “neither agree nor disagree” (32%). The survey
results also show a mixed response regarding AI’s impact on transportation equity.
Close to 40% of respondents strongly or somewhat agree that AI algorithms will
exaggerate inequalities in transportation, with another 39% neither agreeing nor dis-
agreeing with this statement. Interestingly, when asked if they agree proper use of AI
can help reduce social inequality, close to half of the respondents selected “strongly
agree” or “somewhat agree”, and about 35% selected “neither agree nor disagree.”
These results seem to imply that most respondents do not believe AI carries equity
benefits or harms in itself: AI’s equity impacts lie in how the AI systems are developed
and applied in practice. Finally, 48% of the survey respondents agree that applying
AI algorithms in decision-making will reduce transparency, 30% of them disagree with
this statement, and the remaining 22% neither agree nor disagree.

The last five statements are about ethical and equity considerations for AI appli-
cations in transportation. The survey results indicate overwhelming support for
community engagement in AI development, with over half of respondents “strongly
agree” and another 30% “somewhat agree” that community engagement is impor-
tant when developing AI transportation systems. However, most respondents (64%)
hold the belief that the current AI development and deployment progress has not
done enough to engage communities and disadvantaged populations. Moreover, 88%
of the respondents believe that there is a limited understanding of AI ethics in the
transportation community, which indicates a clear need for education and training
opportunities in this regard. Concerns about data representativeness in AI applica-
tions are relatively neutral: while 45% of the respondents agree that the data used
are often not representative of the population, 44% of them neither agree nor disagree
with this statement. However, a large majority of respondents (74%) agree that biased
datasets used in AI development will lead to social inequalities.

We further conducted a series of cross-tabulations to explore the association
between people’s responses to the 14 attitudinal statements shown in Table 1 and
their personal characteristics. We found statistically significant chi-square test results
for pairs involving AI knowledge level, education level and background, and sociode-
mographic information (age, gender, income) with at least one of the 14 questions.

9



T
a
b
le

1
S
u
rv
ey

re
sp

o
n
se
s
o
n
a
tt
it
u
d
in
a
l
st
a
te
m
en

ts
re
g
a
rd

in
g
A
I
effi

ci
en

cy
a
n
d
eq

u
it
y
im

p
a
ct
s

S
tr
o
n
g
ly

d
is
a
g
re

e
S
o
m
e
w
h
a
t

d
is
a
g
re

e
N
e
it
h
e
r
a
g
re

e
n
o
r
d
is
a
g
re

e
S
o
m
e
w
h
a
t

a
g
re

e
S
tr
o
n
g
ly

a
g
re

e

A
I
ca
n
le
a
d
to

m
o
re

effi
ci
en
t
tr
a
n
sp

o
rt
a
ti
o
n
se
rv
ic
es

a
n
d
co
st
-s
av

in
g
s

3
.1
8
%

6
.0
1
%

1
3
.4
3
%

5
3
.0
0
%

2
4
.3
8
%

A
I
ca
n
h
el
p
tr
a
n
sp

o
rt
a
ti
o
n
a
g
en

ci
es

m
a
k
e
sm

a
rt
,
d
a
ta
-d
ri
v
en

d
ec
is
io
n
s

3
.8
7
%

6
.3
4
%

1
1
.2
7
%

4
6
.1
3
%

3
2
.3
9
%

A
I
ca
n
a
u
to
m
a
te

ro
u
ti
n
e
ta
sk
s
a
n
d
im

p
ro
v
e
la
b
o
r
p
ro
d
u
ct
iv
it
y

3
.1
6
%

4
.9
1
%

5
.9
6
%

4
3
.8
6
%

4
2
.1
1
%

A
I
ca
n
im

p
ro
v
e
tr
av
el
er

ex
p
er
ie
n
ce

w
it
h
p
er
so
n
a
li
ze
d
re
co
m
m
en

d
a
ti
o
n
s

2
.8
2
%

5
.6
3
%

1
4
.7
9
%

4
8
.5
9
%

2
8
.1
7
%

A
I
ca
n
re
m
ov
e
b
ia
s
in

g
ov
er
n
m
en

t
d
ec
is
io
n
m
a
k
in
g
p
ro
ce
ss
es

1
8
.6
0
%

3
0
.8
8
%

2
3
.8
6
%

2
0
.7
0
%

5
.9
6
%

A
I
ca
n
fa
ci
li
ta
te

th
e
d
is
co
v
er
y
o
f
so
lu
ti
o
n
s
to

im
p
ro
v
e
tr
a
n
sp

o
rt

eq
u
it
y

7
.7
5
%

1
5
.1
4
%

3
1
.6
9
%

3
5
.9
2
%

9
.5
1
%

I
b
el
ie
v
e
th
a
t
A
I
a
lg
o
ri
th
m
s
w
il
l
ex
a
g
g
er
a
te

in
eq
u
a
li
ti
es

in

tr
a
n
sp

o
rt
a
ti
o
n

5
.1
3
%

1
5
.7
5
%

3
8
.8
3
%

3
1
.5
0
%

8
.7
9
%

P
ro
p
er

u
se

o
f
A
I
ca
n
h
el
p
re
d
u
ce

so
ci
a
l
in
eq
u
a
li
ty

4
.7
4
%

1
1
.6
8
%

3
5
.4
0
%

3
7
.5
9
%

1
0
.5
8
%

A
p
p
ly
in
g
A
I
in

tr
a
n
sp

o
rt
a
ti
o
n
d
ec
is
io
n
-m

a
k
in
g
w
il
l
re
d
u
ce

tr
a
n
sp
a
re
n
cy

8
.7
6
%

2
1
.5
3
%

2
1
.9
0
%

3
5
.7
7
%

1
2
.0
4
%

C
o
m
m
u
n
it
y
en

g
a
g
em

en
t
is

im
p
o
rt
a
n
t
w
h
en

d
ev
el
o
p
in
g
A
I

tr
a
n
sp

o
rt
a
ti
o
n
sy
st
em

s
0
.7
3
%

5
.8
6
%

1
1
.7
2
%

3
0
.0
4
%

5
1
.6
5
%

T
h
e
cu

rr
en
t
A
I
d
ev
el
o
p
m
en

t
a
n
d
d
ep

lo
y
m
en

t
p
ro
g
re
ss

h
a
s
n
o
t
d
o
n
e

en
o
u
g
h
o
n
en

g
a
g
in
g
co
m
m
u
n
it
ie
s
a
n
d
d
is
a
d
va
n
ta
g
ed

p
o
p
u
la
ti
o
n
s

2
.1
9
%

3
.2
8
%

3
0
.6
6
%

2
9
.2
0
%

3
4
.6
7
%

T
h
er
e
is

li
m
it
ed

u
n
d
er
st
a
n
d
in
g
o
f
A
I
et
h
ic
s
in

th
e
tr
a
n
sp

o
rt
a
ti
o
n

co
m
m
u
n
it
y

1
.0
9
%

3
.2
7
%

8
.0
0
%

3
7
.0
9
%

5
0
.5
5
%

T
h
e
d
a
ta

u
se
d
in

A
I
a
p
p
li
ca
ti
o
n
s
a
re

o
ft
en

n
o
t
re
p
re
se
n
ta
ti
v
e
o
f
th
e

p
o
p
u
la
ti
o
n

1
.8
3
%

9
.1
6
%

4
3
.9
6
%

2
6
.0
1
%

1
9
.0
5
%

B
ia
se
d
d
a
ta
se
ts

u
se
d
fo
r
d
ev
el
o
p
in
g
A
I
sy
st
em

s
w
il
l
le
a
d
to

so
ci
a
l

in
eq
u
a
li
ti
es

3
.6
5
%

4
.0
1
%

1
8
.2
5
%

3
3
.5
8
%

4
0
.5
1
%

10



Specifically, our findings indicate that younger individuals are more likely to agree that
AI can improve labor productivity. Those with higher education levels, however, ques-
tion AI’s ability to remove bias in government decision-making processes and express
reservations about the level of development in AI. As AI knowledge increases, there
is a greater tendency to acknowledge that the proper use of AI can help reduce social
inequality. Women and lower-income groups place more emphasis on the importance
of community engagement in the development of AI transportation systems. Com-
pared to STEM individuals, those in Non-STEM fields seem to be more sensitive to
biased datasets. Consequently, we included these characteristics as covariates of inter-
est in the LCCA model.Note that although we did not identify statistically significant
correlations between race and any of the statements, we opted to include it as one of
the variables. This decision stems from the acknowledgment of the potential impact
of race in some previous research.

5 Latent Class Cluster Modeling and Results

5.1 Model formulation

The first part of this section is a detailed description of the LCCA model formulation.
We will introduce the structure of the two sub-models: the membership model and
the measurement model. The measurement model utilizes latent class member-
ship to capture associations among indicators that measure individuals’ perception of
AI’s efficiency and equity impacts in transportation. As discussed above, the survey
elicited responses to 14 attitudinal statements related to AI’s impacts; since many of
these statements are highly correlated, we employed factor analysis to identify a sub-
set of indicators from them. As shown in Table 2, the preferred fact analysis results
in a total of three factors. It is evident from the factor loadings that Factor 1 is asso-
ciated with efficiency, while Factors 2 and 3 are related to equity. By considering the
direction and magnitude of factor loadings and the corresponding attitudinal state-
ment, we labeled the three factors as the following: “AI efficiency impact”, “AI ethical
concern”, and “AI equity impact.” All three indicators are continuous variables. The
three latent constructs were used as indicators in the LCCA measurement model.1

The membership model uses a set of covariates to predict the latent class mem-
bership, representing the latent AI perception groups in our study. As shown in Table
3, the covariates considered in the membership model include AI knowledge level, edu-
cation level, age, gender, income, race, and educational background. Age is a binary
variable where values are coded as 1 for individuals aged 40 and above, and 0 for those
below 40. Race is a binary variable categorized as ”Non-White” and ”White”. Gen-
der is treated as a binary variable (male=1, female=0), with other options (including
“non-binary/gender non-conforming”, “not listed”, or “prefer not to disclose”) treated
as missing values.2 Income, represented on a scale of 1-7, is defined as a numeric vari-
able. We measure respondents’ AI knowledge level through their familiarity with two

1While 359 individuals responded to the survey, only 270 of them provided complete responses for all
14 statements used to identify the three latent constructs. Therefore, the sample size for the LCCA model
is N=270.

2The LCCA model allows for a small number of missing values. The proportions of missing values for
each covariate can be found in Table 5.
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aspects of AI: AI Concepts (machine learning, deep learning, neural networks, and
reinforcement learning) and AI Technologies (encompassing computer vision, natu-
ral language processing, robotic systems, and predictive analytics). Respondents were
asked to report their knowledge level of each item on a scale of 1-5 (with 1 indicat-
ing ”no knowledge” and 5 indicating ”expert-level knowledge”). AI knowledge level
is calculated as the sum of these two self-reported values. Education background
is defined as a nominal variable with four categories: ”Transportation/Civil Engi-
neering,” ”Urban Planning,” ”Other STEM majors,” and ”Non-STEM majors.” We
followed the X classification to separate the STEM (Science, Technology, Engineer-
ing, and Mathematics) and Non-STEM majors. Education Level is defined as a binary
variable indicating if the respondent has a postgraduate degree (e.g., MA, MS, Ph.D.,
MD, JD). We did not follow the common practice of using bachelor’s degree as the
threshold here because 96% of our survey respondents have a bachelor’s degree.

After testing a variety of model specifications, we identified three active covariates
for the membership models, including AI knowledge level, age, and education level.
We further explored the presence of interaction effects and found such effects between
age and AI knowledge level. We retained the insignificant covariates in the membership
model as inactive covariates. The final model structure is shown in Figure 1.

Fig. 1 Model structure of the latent class cluster analysis
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5.2 Identification and description of latent classes

When deciding the final model, a major consideration involves determining the num-
ber of latent classes. This decision is usually made through a joint consideration of
statistical fit and model interpretability. Models exhibiting better fit (lower Bayesian
Information Criterion (BIC) values) indicate the presence of 3 or 4 latent segments
in the data. However, we observed that the “AI ethical concern” factor was statisti-
cally insignificant in the model with 3 segments, with its contribution to explaining
the total variances being close to 0. In other words, the factor that measures individ-
uals’ attitudes on AI ethics and equity was not important for classifying respondents
in the model comprising three latent classes. This is not ideal because we believe the
inclusion of this factor in the final model adds more nuances to population segmenta-
tion and interpretation of the model results. Therefore, we opted for the model with
4 latent classes, whose model outputs are presented in Table 4.

Fig. 2 Mean of indicators of the four segments

Fig. 3 Sample histogram and cluster distributions of indicators (weighted N = 270)

We now discuss the four latent classes based on the mean values of three indica-
tors: AI efficiency impact, AI ethical concern, and AI equity impact. Figure 2 presents
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the segment-specific mean values of these indicators. It is important to note that the
sample means of the indicators are all close to zero, as they are generated through
standardized factor analysis. A value of zero for each factor indicates a neutral per-
spective. Thus, the sign and magnitude of the segment-specific mean can be directly
utilized to distinguish attitudes. For AI efficiency impact and AI equity impact, posi-
tive values would indicate benefits whereas negative values would indicate no benefits
or even harms. In other words, a negative value associated with these factors would
indicate that the respondent believes AI applications in transportation have few to
no efficiency or equity benefits. For AI ethical concerns, larger values indicate greater
levels of concern for AI’s ethical and equity implications, whereas negative values can
be interpreted as the respondent having little of such concerns.

Segment 1 constitutes the largest portion of the survey respondents (51.38%). For
this group, the mean values of all three factors are close to 0, which means that they
tend to have a neutral perception of AI’s efficiency and equity impacts. Therefore, we
label this segment as ”AI Neutral”.

Segment 2 accounts for 25.48% of the survey sample. In this segment, factors
AI efficiency impact and AI equity impact display significantly positive values, which
indicates that this group believes that AI applications in transportation can deliver
both efficiency and equity benefits. The mean value of factor AI ethical concern is
close to zero, indicating a moderate level of concern for the ethical and equity issues
associated with AI. We label this segment as ”AI Optimist”.

Segment 3 represents 13.68% of the respondents. Within this segment, the mean
value of factor AI efficiency impact is negative and the mean value of factor AI equity
impact is close to zero. This suggests that this group believes that AI applications
in transportation will not bring efficiency benefits, and they hold a neutral stance
regarding AI’s equity impacts. Moreover, the mean value of factor AI ethical concern
is positive, which means that respondents in this segment have significant concerns
about the ethical and equity implications of AI use in transportation. Based on these
interpretations, we refer to this segment as ”AI Pessimist”.

Segment 4 encompasses 9.46% of the population, and all average values within
this group are negative. This group has serious doubts about the benefits of AI, and
they have little concern that AI use in transportation will cause major ethical and
equity issues. We interpret these results as suggesting that this group does not believe
that AI will make a major impact on the field of transportation. We designate this
segment as ”AI Skeptic”.

Figure 3 illustrates the composite distributions of the three indicators alongside the
segment-specific distributions. The sample histograms of the indicators are depicted
as gray bars. The black dashed lines represent the ’overall’ distributions, which are
probability-weighted superpositions of the four constituent normal distributions. This
visualization effectively separates and elucidates the distinct contributions of each
latent segment, providing insights into the highly irregular distributions of mode-use
propensities. The LCCA results demonstrate a notable approximation to the sample
distributions, further highlighting the efficacy of the latent class analysis in capturing
the underlying patterns.
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5.3 Segment profiles

In this section, we present segment-specific profiles for the four identified segments.
The distributions of active and inactive covariates are summarized in Table 5. Note
that the sampled respondents had a high level of education overall, with 71% of respon-
dents holding post-graduate degrees. Throughout the analysis, the education level is
measured based on the proportion of each segment holding post-graduate degrees.
Therefore, when stating “lower education levels,” we refer to a comparison with the
sample mean rather than with the general public. Additionally, it should be noted that
the AI knowledge level discussed here is self-assessed knowledge about AI concepts
and technologies.

The most prominent characteristic of AI Neutral is their exceptionally high level
of education compared to the other three segments. Within this segment, 80% of
individuals possess post-graduate degrees, making them the group with the highest
level of education. Simultaneously, this segment exhibits the lowest AI knowledge level,
with 68% of respondents indicating a self-reported AI knowledge level below 3 (where
3 signifies a moderate level of knowledge). Moreover, AI Neutral is the second youngest
among the four segments, being only slightly older than AI Optimist. In summary, AI
Neutral comprises younger individuals with very high levels of education and lower
levels of AI knowledge.

The most prominent characteristic of AI Optimist is its notably young age, with
54% of these individuals falling under the age of 40. Moreover, the education level of
AI Optimist ranks second lowest among the four segments, with 61% holding post-
graduate degrees, which is significantly lower than the overall sample mean of 71%.
However, their level of knowledge about AI slightly surpasses the sample average. In
addition, the proportion of white people in this segment is the lowest (57%). 54%
of individuals in this segment major in transportation/civil engineering, which is the
highest among the four segments. In summary, AI Optimist comprises the youngest
individuals with relatively lower levels of education and relatively higher levels of AI
knowledge.

The AI Pessimist exhibits the second-highest average age among the four seg-
ments. While their education level and AI knowledge level are both slightly lower than
the sample mean, the discrepancies are marginal. In contrast to the other three seg-
ments, the predominant income range within this segment falls between $100,000 and
$124,999, rather than $150,000 or more. In summary, AI Pessimist encompasses older
individuals with moderate levels of education and AI knowledge.

The AI Skeptic has the lowest level of education, with only 56% holding post-
graduate degrees, which is 25% lower than AI Neutral. Interestingly, this segment
displays the highest AI knowledge level. Merely 38% of AI Skeptics believe that their
AI knowledge level is below 3, which is 29% percentage points lower than that of AI
Neutrals. Additionally, the average age of AI Skeptics is the highest among the four
segments. Only 9% of people in this segment are below 40 years old, while in the entire
sample, this number is 43%. 5% of individuals in this segment major in urban planning,
which is the lowest among the four segments. Overall, AI Skeptics encompass older
individuals with lower levels of education, yet with higher levels of AI knowledge.
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5.4 Impacts of active covariates on latent class membership

In this section, we discuss the distribution of latent class membership conditioning on
the values of active covariates: age, education level, and AI knowledge level.

Previously we saw that the AI Neutral and AI Optimist segments tend to be
younger compared to the AI Pessimist and AI Skeptic segments. In fact, we found that
88% of the respondents who are under age 40 belong to the AI Neutral or AI Optimist
segments whereas less than 2% of them are in the AI Skeptic segment. Moreover, the
percentage of respondents who are 40 or older classified as an AI Skeptic is nearly
double of the percentage classified as an AI Optimist. These results suggest that,
compared to older professionals, younger individuals tend to hold more optimistic or
neutral attitudes toward AI use in transportation and are much less likely to be an
AI Skeptic. This finding is consistent with common perception: younger people tend
to have more positive views of new technologies and expect more significant impacts
from them.

On education level, we observed that the percentage of respondents holding a
postgraduate degree is much higher in the AI Neutral segment than in other segments.
Outputs of the membership model confirm that a higher education level is significantly
associated with a greater probability of being an AI Neutral. Our interpretation is that
people with postgraduate education tend to make more cautious judgments regarding
the potential impacts of AI use in transportation.

Finally, regarding the impact of AI knowledge level on the probability of a respon-
dent being classified into a specific segment, we have previously noted the importance
of including an interaction term between the age variable and AI knowledge level in
the membership model. This is because, through some exploratory analyses, we found
the effects of AI knowledge level on latent class membership to vary across age groups.
Specifically, for people under the age of 40, having a higher level of knowledge reduces
the probability of them being an AI Pessimist. For people who are 40 years old or
older, AI knowledge level has nearly no effect on the likelihood of being an AI Pes-
simist. Moreover, the membership model shows that having a higher AI knowledge
level is associated with a higher probability of being an AI Skeptic for all age groups.

6 Discussion

In this section, we discuss the policy and practical implications of the study results on
the deployment of AI applications across the transportation sector. To better engage
with the existing literature and broader conversation about AI, our discussion below
may occasionally extrapolate the survey findings from transportation professionals to
the general public. Specifically, we believe that results regarding the identification
of latent classes and the sociodemographic profiles of each segment are most likely
extrapolatable.

First of all, it appears that how people perceive AI differs from how they perceive
autonomous vehicles. Even though autonomous vehicles are a major domain for AI
applications, we observe some differences. Notably, while studies often identify gender
differences in attitudes towards autonomous vehicles [38, 39], we find that gender is
not a significant factor in determining latent class membership. However, consistent
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with the existing literature that suggests a strong link between people’s age and their
acceptance of new technology [40], we find that respondents’ perception of AI’s impacts
on transportation correlates with their age. Our survey results suggest that, compared
to people aged 40 or above, younger professionals are much more likely to be an AI
Neutral or AI Optimist than an AI Pessimist or AI Skeptic. These results suggest
that older adults should be the primary target for education and outreach efforts if AI
applications in transportation continue to grow in significance and will likely impact
all aspects of transportation.

Moreover, our study reveals an intricate relationship between transportation pro-
fessionals’ AI knowledge level and their latent class membership. Surprisingly, we have
observed that AI Skeptics have the highest AI knowledge levels among the four seg-
ments. In other words, transportation professionals who know AI better also tend to be
people who doubt that AI will lead to significant impacts or that AI use in transporta-
tion will lead to major ethical concerns. A possible explanation is many respondents
in the AI Skeptic segment have encountered many AI-powered systems or technology
products that brand themselves as “AI” but have yet to see major use cases from them
that lead to observable impacts; these experiences make many of them consider AI as
another short-lived technology that would not make a big impact in transportation. If
this explanation is proven, it means that more successful AI use cases in transporta-
tion can reshape the perceptions of AI Skeptics over time. Moreover, we find that, for
younger professionals, having a higher AI knowledge level reduces the probability of
them being an AI Pessimist. This could reflect a reverse causality problem, that is,
young people who are not pessimist about AI are more likely to acquire more knowl-
edge about it; however, this finding also implies that more AI education and training
can help students and younger people better adapt to a new era increasingly shared
by AI.

Finally, to promote the greater applications of AI in proper use cases to maximize
their benefits, continued education and training programs are required to better pre-
pare the transportation workforce. While transportation professionals surveyed here
have a high education level overall, their self-reported AI knowledge level remains rel-
atively low. On the one hand, this may lead to erroneous decision-making regarding
AI applications. On the other hand, given the rapid development of artificial intelli-
gence recently, individuals with a low AI knowledge level may miss out on its benefits
and even risk being displaced from their jobs. As a result, low AI knowledge levels
among transportation professionals could increase both societal costs and personal
risks. To address this challenge, targeted AI education should be prioritized. We have
observed that transportation professionals under 40 are highly unlikely to be an AI
Skeptic, but a low AI knowledge level could potentially make them an AI Pessimist.
Thus, the focus should be on enhancing incomplete or insufficient AI training and
bridging the gap between AI theory and practice. For older professionals, their per-
ception of AI may be outdated or stereotyped. Hence, updating or augmenting their
knowledge should be a top priority. Professional workshops or conference sessions that
demonstrate successful AI use cases would be very beneficial.
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7 Conclusion

This study aims to assess how transportation professionals in North America perceive
AI applications in transportation and their efficiency and equity impacts. Toward this
goal, we conducted a survey to ask transportation professionals about their views
on AI, its potential impacts, and related ethical and equity concerns for AI use in
transportation. We conducted a descriptive analysis of the survey results and applied
latent class cluster analysis to identify latent population segments with distinctive
perceptions toward AI’s efficiency and equity impacts.

The survey indicates widespread optimism regarding AI’s potential to enhance
transportation efficiency and reduce costs. Over three-quarters of the respondents
believe in AI’s ability to facilitate smart, data-driven decisions, automate tasks for
transportation agencies, and improve traveler experiences. However, only a small
minority (25%) believe that AI can eliminate bias in government decisions. Moreover,
opinions are mixed on the potential of leveraging AI to find solutions for improv-
ing transport equity, and many respondents expressed concerns about the use of AI
algorithms in transportation to exaggerate existing inequalities. About half of the
respondents also have concerns about the use of AI to reduce transparency in trans-
portation decision-making. In addition, transportation professionals express strong
support for community engagement in AI development, yet 64% of them feel current
efforts neglect disadvantaged communities. A large majority (88%) perceive a limited
understanding of AI ethics in the transportation sector. Finally, most respondents
agree that biased datasets used to support AI development can contribute to social
inequalities.

The LCCA further helped us identify four distinctive segments and their respec-
tive shares in the survey sample, which we labeled as AI Neutral (51.5%), AI Optimist
(25.6%), AI Pessimist (14.1%), and AI Skeptic (8.9%). However, one should inter-
pret the shares of the four segments with caution because our survey sample is not
representative of the whole transportation profession (highly educated individuals are
overrepresented here). A further analysis of the LCCA outputs reveals the following:
(1) Age significantly impacts transportation professional’s potential attitudes toward
AI transportation applications. Older respondents (aged 40 or above) are more likely
to have negative attitudes than younger respondents (aged under 40). (2) Individuals
with a post-graduate degree are more likely to hold neutral attitudes toward AI. (3)
Having a higher AI knowledge level increases the possibility of a transportation pro-
fessional being an AI Skeptic and decreases the possibility for a younger professional
being an AI Pessimist.

Understanding the characteristics of particular segments of survey respondents is
important when explaining survey results because it allows for a more nuanced and
comprehensive interpretation of patterns of responses. Sociodemographic characteris-
tics such as age and education level as well as levels of knowledge about AI can expose
distinct trends and patterns, reveal inherent biases, and enable personalized commu-
nication strategies. Moreover, this segmented understanding of the data can guide
effective policy and strategy formulation, particularly if some groups of professionals
exhibit resistance or uncertainty towards AI that could be alleviated with targeted edu-
cational efforts. Additionally, these trends offer insight into potential future changes
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in the overall attitudes toward AI within the profession as the demographic makeup
shifts over time.

Building on our findings, future research should aim to better understand the
underlying factors that influence respondent attitudes beyond demographics and AI
knowledge. Qualitative methods like interviews or focus groups can be employed to
gather further insights into the reasoning behind the skepticism or neutrality towards
AI in transportation. Additionally, studying the impact of different forms of AI educa-
tion and awareness programs on altering these attitudes can be crucial. Comparative
analyses involving transportation professionals from diverse cultural and geographical
backgrounds may also unveil regional variations in attitudes and AI acceptance levels.
Furthermore, the role of organizational culture and policies in shaping professionals’
perspectives towards AI should be investigated. As the transportation sector contin-
ues to evolve, it is imperative to examine how organizations can foster an environment
that is receptive to innovation while addressing the concerns of their employees. Exper-
imental design can be used to assess the impact of interventions like workshops,
seminars, and training sessions on AI literacy and acceptance. Ultimately, a multidi-
mensional approach, considering psychological, organizational, and cultural aspects,
will be essential to fully comprehend the intricate landscape of AI acceptance and use
in the transportation field and inform the development of inclusive, effective strategies
for AI integration.
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